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• Open-source, 11 years of devoted development — github.com/onedata 

• Developed @ AGH University of Krakow and Cyfronet supercomputing center, to:

• deliver a data management platform for large-scale and distributed problems,

• enable global collaborative data sharing across organizational domains,

• streamline data processing in heterogeneous data storage setups and hybrid cloud.

• Our supporters and partnerships:

WHO WE ARE
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UNIFIED ACCESS TO GEOGRAPHICALLY AND ORGANIZATIONALLY DISTRIBUTED DATA



ONEDATA SPACES FOR DISTRIBUTED DATA



ONEDATA SPACES FOR DISTRIBUTED DATA



Onezone

- central coordinator

- implements AAI

- entry-point to the system

Oneprovider

- installed at a data provider

- realizes data access & mgmt

- virtualizes physical storage

Open-source software stack

Take it and use it, retaining 

control over your own 

storage resources.

ONEDATA ARCHITECTURE
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VIRTUALIZED DATA ACCESS



ONECLIENT — FUSE-BASED POSIX MOUNT



RICH REST API DEFINED IN SWAGGER (OPENAPI)



OnedataFS (pyfilesystem)

OnedataRestFS (pyfilesystem)

OnedataFileRestClient

Standard S3 protocol (beta)

PYTHON CLIENTS AND S3



Credits: 
Andrej Gáfrik and Tomáš Svoboda

Masaryk University Brno and CESNET

WINDOWS SYNC & SHARE CLIENT (PROTOTYPE)



• Oneclient - Linux POSIX mount supporting most of the POSIX operations (C++). 

• OnedataFS - Python pyfilesystem  plugin reusing the C++ storage drivers.

• All your data accessible in a unified file system mountable on 
a PC, VM, container, or Cloud/Grid worker node.

DIRECT STORAGE ACCESS FOR HPC



• Chunk-based replica management 

• Missing chunks delivered on-the-fly

• Handled automatically, but controllable manually - prestage, transfer, 
migrate, define QoS rules (policy-based replica management)

ADVANCED REPLICA MANAGEMENT



FLEXIBLE, HIGH-THROUGHPUT TRANSFERS



Data transfer “mesh”:

- 3 Oneproviders 
connected by 
20+Gbit/s links

- transfer data in all 
possible directions

- 1 VM per provider

- almost linear 
scalability thanks to 
parallel channels

Combined throughput of 56 Gbit/s

FLEXIBLE, HIGH-THROUGHPUT TRANSFERS



ACQUISITION

CONSOLIDATION / AGGREGATION

PROCESSING / ANALYSIS

ANNOTATION

PRESERVATION

PUBLISHING / SHARING

Ingesting data into the system; manually or automatically using 
APIs, middleware, data import, legacy data. 

Organizing different data sources in a single logical namespace, 
establishing data structure and replication.

Performant data processing despite the virtualization, also in 
multiple locations simultaneously (including data writes).

Creation of archives to package the processed and annotated data. 

Assigning arbitrary custom metadata (key-value, JSON, JSON-LD, 
RDF) to files and directories.

Semi-public link-based sharing or Open Data publishing with 
integrated PID/DOI minting, pluggable integration with PID services 
(e.g. DataCite) and advertising via the OAI-PMH protocol.

EXEMPLARY DATA LIFECYCLE IN ONEDATA



• Between 5 and 10 active Zones in Poland 
and EU (depending on project lifecycles).

• Several instances not maintained by us.

• DataHub (on the map), long haul project:

• 18 sites (Oneproviders)

• 2255 data spaces

• ~2.16PB total storage size

• 800+ users

• Archive for Polish National Museums:

• 5PB of data — the current phase

• 10PB of data — target scale

• ~100M files

ONEDATA INSTANCES



ONEDATA & GALAXY INTEGRATION

Import/export data from/to your spaces
(using any Onedata ecosystem)



ONEDATA & GALAXY INTEGRATION

Configure a personal Onedata storage location for Galaxy user data (Object Store)



GALAXY + ONEDATA = WORKFLOWS THAT UNDERSTAND AND EMBRACE DATA DISTRIBUTION

EGI DataHub

run job on a 
dataset

discover data distribution 
(location, replication)

continuously 
monitor 
resource usage

PULSAR

select & schedule
optimally

load inputs

save outputs
virtual

storage

smart
job

scheduler

Datasets:
… 
… 
… 

“Galaxy is a free, open-source 
system for analyzing data, 

authoring workflows, training and 
education, publishing tools, 

managing infrastructure, and 
more.”



YES !

Working on 
distributed data?

Using 
JSON/JSON-LD,
RDF metadata?

Could use data 
discovery?

Working with 
large datasets? Need for transfers 

between sites?

Seeking a user-friendly 
interface for 

non-computer-savvy users?

Using or considering
iRODS or Rucio?

Willing to integrate 
legacy datasets?

Working with different 
storage systems?

Want to publish 
Open Data with auto 

PID/DOI minting?

Need automating 
data management 
and processing?

SHOULD YOU LOOK INTO ONEDATA?



THANK YOU

Onedata homepage — https://onedata.org 

Let’s talk about your use-case!

Contact me — lukasz.opiola@onedata.org
special offer: ask me for a personalized demo

 

Onedata training — https://onedata.org/training 

https://onedata.org
mailto:lukasz.opiola@onedata.org
https://onedata.org
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